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Abstract
Let T! = (V, Ey) and T?? = (V, E3) be the trees on n vertices with V = {vo,v1,..., 051},
Ei = {wovi, ..., 00n—3, Un—aVn—2,Vn—3Up—1}, and Ey = {vov1, ..., VUn—3, Un—3Un—2, Un—3

vn—1}. In this paper, for p > n > 5 we obtain explicit formulas for ex(p; T)}) and ex(p; T2),
where ex(p; L) denotes the maximal number of edges in a graph of order p not containing L
as a subgraph. Let r(G1,G2) be the Ramsey number of the two graphs G; and Go. In this
paper we also obtain some explicit formulas for r(T},, T}.), where i € {1,2} and T, is a tree
on m vertices with A(T},) < m — 3.
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1. Introduction

In this paper, all graphs are simple graphs. For a graph G = (V(G), E(G)) let e(G) =
|E(G)| be the number of edges in G and let A(G) be the maximal degree of G. For a
forbidden graph L, let ex(p; L) denote the maximal number of edges in a graph of order p
not containing any copies of L. The corresponding Turdn problem is to evaluate ex(p; L).
For a graph G of order p, if G does not contain any copies of L and e(G) = ex(p; L), we
say that G is an extremal graph. In this paper we also use Ex(p; L) to denote the set of
extremal graphs of order p not containing L as a subgraph.

Let N be the set of positive integers. Let p,n € N with p > n > 2. For a given tree
T, on n vertices, it is difficult to determine the value of ex(p;T,,). The famous Erdds-Sés
conjecture asserts that ex(p; T),) < @. For the progress on the Erd6s-Sés conjecture, see
for example [8, 11]. Write p = k(n — 1) 4+ r, where k € N and r € {0,1,...,n — 2}. Let P,
be the path on n vertices. In [4] Faudree and Schelp showed that

1) ex(p;Pn):k<n;1>+<;>:(n—2)p—;(n—1—r).
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Let Ki,—1 denote the unique tree on n vertices with A(K; ,—1) =n —1, and let T denote
the unique tree on n vertices with A(T)) =n — 2. For n > 4 let T)) = (V, E) be the tree on
n vertices with V' = {wg,v1,...,vp—1} and E = {vgv1, ..., 000n—3, Un_3Un—2, Un—2Up_1}. In
[10] we determine ex(p; Kl’n,l) ex(p; 1)) and ex(p; TF). For i=1,2let T! = (V, E;) be the
tree on n vertices with

V= {’Uo,’Ul, e ,Un_l},
Ey = {vov1, ..., 00Un—3, Un—4Vn—2, Vn_3Un_1},

Eo = {vov1, ..., 00Un—3, Un—3Vn—2, Vn_3Un_1}

In this paper, for p > n > 5 we obtain explicit formulas for ex(p;T}}) and ex(p;T?) (see
Theorems 2.1 and 3.1).

For a graph G, as usual G denotes the complement of G. Let G; and G5 be two graphs.
The Ramsey number r(G1, G2) is the smallest positive integer p such that, for every graph
G with p vertices, either G contains a copy of G or else G contains a copy of Gs.

Let n € N, n > 6 and let T}, be a tree on n vertices. As mentioned in [7], recently Zhao
proved the following conjecture of Burr and Erdés [2]: r(T,,,T,) < 2n—2. Let m,n € N. In
1973 Burr and Roberts [3] showed that for m,n > 3,

m+n—3 if 2{mn,
(1.2) r(Kim-1, Kip-1) = {

m+n—2 if 2| mn.
In 1995, Guo and Volkmann [5] proved that for n > m > 4,

m+n—3 if2|m(n—1),

(1.3) r(Kim-1,T3) = {m+n—4 if 24 m(n—1).

Recently the first author evaluated the Ramsey number r(T),,T)) for Ty, € {Pm, Kim—1,
T! ., T%}. In particular, he proved that (see [9]) for n >m > 7,

m+n—-3 ifm—1|n-—3,

1.4 K1, T7) =
(1.4) r&im-, T) {m+n—4 ifm-—14n-—3.

Suppose m,n € N and ¢,j € {1,2}. In this paper, using the formula for ex(p; T!) and
the method in [9] we evaluate r(T,, T¢) for T,, € {K1m—1, T}, T, T }. In particular, we
have the following typical results:

r(TE,T9) =2n—6 — (1 — (=1)")/2, r(Py,TV) =2n -7 for n>17,
r(T,T)) = r(T., T)=2n—5 for n>8,

T‘(Klm LT =m+n—4 for n>m>7 and 2|mn,

(T,

(T, T)) =m+4+n—5 for m>7 n>(m—-32+3 and m—1{n—4

and for n > m > 16,

m+n—4 ifm—1|n—4,
r(T0, Ty = m+n—6 ifn=m+1=1 (mod 2),

m-+mn—>5 otherwise.



In addition to the notation introduced above, throughout the paper we also use the
following symbols: [z] is the greatest integer not exceeding x, d(v) is the degree of the
vertex v in a graph, I'(v) is the set of vertices adjacent to the vertex v, d(u,v) is the distance
between the two vertices v and v in a graph, K, is the complete graph on n vertices, G[V]
is the subgraph of G induced by vertices in the set Vj (we write G[vy,...,vy] instead of
G[{v1,...,vm}]), G — V is the subgraph of G obtained by deleting vertices in Vj and all
edges incident to them, and finally e(V41VY) is the number of edges with one endpoint in V;
and another endpoint in V/.

2. Evaluation of ex(p;T})

Lemma 2.1. Let p,n € N withp >n—1> 1. Then ex(p; K1 pn—1) = [("gz)p].

This is a known result. See for example [10, Theorem 2.1].

Lemma 2.2. Let p,n €N, p >n > 7 and G € Ex(p;T}). Suppose that G is connected.
Then A(G) =n —4 and e(G) = [@].

Proof. Since a graph not containing K1 ,_3 as a subgraph implies that the graph does
not contain 7! as a subgraph, by Lemma 2.1 we have

(n— 4)19]_

(2.1) e(G) = ex(p;T),) > ex(p; Ki,n—3) = [ 5

If A(G) < n — 5, using Euler’s theorem we see that e(G) = %Zvev(g) d(v) < @. This

together with (2.1) yields ("_42)p—1 < [(n_24)p] <e(G) < (=5 " This is impossible. Hence

A(G) > n —4. Now we show that A(G) =n — 4. ’

Suppose ¢ > n and ¢ = k(n — 1) +r with k € Nand r € {0,1,...,n — 2}. Then clearly
kK, 1 UK, does not contain any copies of T} and so ex(q; T}!) > e(kK,—1 UK,). For g =n
we see that e(kK,—1 UK,) = e(K,—1 UK;) = % >2n—1. For ¢ > n+ 1 we see
that (n —6)g > (n —6)(n+ 11) > (212 — 2 and so e(kK,—1 UK,) = k("_lg("_Q) + r(”"z_l) =

n—2)q—r(n—1—r (n—2)g—("5~)
( )q 2( )> 5 2

2
> 2q — 1. Hence

(2.2) ex(q;T)) > e(kK, 1 UK,)>2¢—1 for q>n.

Suppose vy € V(G),d(vg) = A(G) = m and I'(vg) = {v1,...,om}. Um=p—1,as G
does not contain T} as a subgraph, we see that G[vy,...,vy] does not contain 2K, as a
subgraph and hence e(G[vy,...,vy]) < m — 1. Therefore

(2.3) e(G) =d(vo) + e(Glvr,...,vp]) <m+m—1=2p—3.

By (2.2), we have e(G) = ex(p;T}) > 2p — 1 and we get a contradiction. Hence m <
p — 1. Suppose that ui,...,u; are all vertices in G such that d(uj,vg) = -+ = d(ug,v9) =
2. Then t > 1. Assume wjv; € E(G) with no loss of generality. If m = p — 2, then
V(G) = {vo,v1,...,9m,u1} and viv; € E(G) for 2 < i < j < m. If viv; € E(G) for
some i € {2,3,...,m}, then ujv; € E(G) for all j # 1,i. Hence ex(p;T}}) = e(G) <
max{2m,m + 3} < 2m = 2p — 4, which contradicts (2.2).

By the above, m < p—2. We first assume m > n—2. As G does not contain any copies of
T}, we see that {va, ..., vy} is an independent set, u;v; ¢ E(G) for any i € {2,3,...,t} and
j€{2,3,...,m},and u;v; € E(G) foranyi =1,2,...,t. Set Vi = {vg,va,v3,...,0m}. Then
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e(G[Vi]) = m — 1. If uy is adjacent to at least two vertices in {vo,v3,..., v}, then viv; ¢
E(G) for any j = 2,3,...,m. If vy is adjacent to at least two vertices in {vg,v3,..., v},
then wiv; ¢ E(G) for any j = 2,3,...,m. Hence there are at most m edges with one
endpoint in Vi and another endpoint in G — Vj. Therefore,

(2.4) e(G) <e(GIVi])+m+e(G—V1)=2m —1+e(G—- V).

For m € {n —2,n—1} let G; = K,,. Then clearly e¢(G1) = W > 2m — 1. For
m=kn—1)4+r>nwithk € Nand 0 <r <n-—-2let Gi = kK,—1 UK,. Then G;
does not contain any copies of T} and e(G1) > 2m — 1 by (2.2). Thus, by (2.4) we have
e(G) <2m—1+e(G—-V;) <e(G1U (G —V;)) for m > n — 2. This contradicts the fact
G € Ex(p; T}).

Suppose m = n — 3 and d(v;) = n — 3. Then vivs € E(G) for some s € {2,3,...,n—3}.
We claim that V(G) = {vo,v1,...,0m,u1,..., us}. Otherwise, there exists w € V(G) such
that d(vo,w) = 3. As d(v1) = n — 3, we see that the subgraph induced by {vi,vs,w}UT(vy)
contains a copy of T)}. This contradicts the assumption G' € Ex(p; T}}). Hence the claim is
true and so |V(G)| = p=n—2+t. Since p > n we have t > 2. For i = 1,2,...,t and
Jj=2,3,...,n—3 we have u;v; € E(G), ujv1 € E(G) and so t+1 < d(v1) = n— 3. Therefore
2 <t <n-—4 and hence

e(G) = e(Glvo, v, v, ., vns]) + d(v1) + e(Glu, .., )
<" e ()= (27) )

Clearly K,,—1 U K;_1 does not contain T,}L and

e(Kn_1 UK;_1) = (n;1> + <t;1) = <n;2> + (;) +n—1—t>e(G).

This contradicts the assumption G € Ex(n — 2 +;T)}).
Now suppose m =n — 3 and d(v1) < n —4. If t = 1, setting Vo = {vo,v1,...,0p-3,u1}
we see that

e(G) = e(Glvo, v2,v3, . .., vp—3]) + d(v1) + d(u1) — 1+ e(G — V2)
< <n;3> +n—4+n—4+eG—Vs)

2
—3n—14
= %ﬂ(c—x@) < e(Kn_1 U (G — o).

This contradicts the assumption G € Ex(p;T}). Hence t > 2. For i = 1,2,...,t and
Jj=2,3,...,n— 3 we see that u;v; ¢ E(G) and u;v; € E(G). Let V3 = {vg,v1,...,vn—3}.
Then
e(G) = d(v1) + e(Glvy, v2,v3, . .., vp—3]) + (G — V3)
2
- —5n+4
<n—4+ <n2 3) +€(G—%):%+€(G—%)
< e(Kn_oU(G—VW3)).

Since G is an extremal graph, we get a contradiction.
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Summarizing all the above we obtain A(G) = n—4 andso e(G) = 3, cy(g) d(v) < (n-4)p

This together with (2.1) yields e(G) = [%], which completes the proof.
Lemma 2.3. Let n,ni,ne € N withn; <n—1and no <n—1. Then

(n;) n <n22> < min{(nl J2rng>7 <n;1) N <n1 +n22—n+ 1>}

Proof. It is clear that

ny N n2\ _ (n1+mn2)(n1+mnz —1) — 2n1ng (™ + no
2 2 ) 2 2
and

(39075 )-(3)-(2)
(n=1)(n—2)+ (m+np—n+1)(n +ny—n)  (n1 +n2)(na+ny — 1) — 2010y

2 2
=n—-1-—n1)(n—1—ng)>0.

Thus the lemma is proved.

Lemma 2.4. Suppose that p € N, p > 6, and G is a connected graph of order p that
does not contain any copies of T¢. Then e(G) < 2p — 3.

Proof. Clearly A(T}) = 3. Suppose vy € V(G), d(vg) = A(G) = m and I'(vg) =
{v1,...,om}. If A(G) = m < 3, using Euler’s theorem we see that e(G) < 37” < 2p—3.
From now on we assume A(G) =m > 4. If d(v) < 2 for all v € V(G) — {vg}, then

(m+2(p — 1)) S?)(p;1)<2p—3.

| =

(@) =3 Y dlv) <

veV(G)

So the result is true. Now we assume d(v) > 3 for some v € V(G) — {vg}. We may choose a
vertex ug € V(G) so that ug # v, d(ug) > 3 and d(ug, vp) is as small as possible.

We first assume d(ug, vg) = 1 and up = v; with no loss of generality. That is, d(v1) > 3.
Suppose I'(v1) C {vo,v1,-..,Um}. Since d(v1) > 3 and G does not contain any copies of Tg,
we see that V(G) = {vo,...,vm}, m = p—12>5 and Glvy,...,v,] does not contain any
copies of 2K5. Thus e(G) < d(vg) +m—1=2m—1<2(m+1) —3 =2p — 3. Now assume
[(v1) — {vo,v1,...,vm} = {w1,...,w}. Since d(vg) = m > 5, d(v1) > 3 and G does not
contain any copies of T}, we see that V(G) = {vo,v1,...,Um, w1, ..., w;} and {v2,...,v;m}
is an independent set. For ¢ > 2, we have e(Glwi,...,w]) < 1 and v;w; ¢ E(G) for any
i€{2,3,...,m}and j € {1,2,...,t}. Thuse(G) < d(vo)+d(vi)—14+1 < 2m < 2(m~+1+t)—
3 = 2p—3. Now assume t = 1. Then viv; € E(G) for some i € {2,3,...,m} and vjw; ¢ E(G)
for j € {2,3,...,m}—{i}. Hence e(G) < d(vg)+d(vi)—1+1 < 2m < 2(m+2)—3=2p—3.

Next we assume d(ug,vg) = 2. Then {v1,...,v,,} is an independent set. If I'(ug) C
{vi,...,om}, then V(G) = {vo, ..., Um, up} and so e(G) = d(vp)+d(up) < m+m < 2(m+2)—
3=2p—3. U (up)—{va,...,vm} = {v1,w1,...,w}, wesee that V(G) = {vg, v1, ..., Vm, o,
wi, ..., wtt and so e(G) = d(vo) +d(uo) +e(Glwy, ..., w]) <m4+m+1<2(m+2+t)—3 =
2p — 3.

Finally we assume d(ug, vo) > 3. Suppose that vgvjujus - - - ugug is the shortest path in G
between vy and ug, and I'(ug) = {ws, ..., w, ux}. Since G is connected and G does not con-
tain any copies of Ty, it is easily seen that V(G) = {v0, U1, -+, Uy UL, -« « s Uk, U, W1, - -+, Wt}



d(vg) = - =d(vy) =1, d(v1) =d(u1) = --- = d(ug) = 2 and e(Glwy, ..., w]) < 1. Clearly
G is a tree or a graph obtained by adding an edge to a tree. Hence e(G) < p < 2p — 3.
Summarizing all the above proves the lemma.
Theorem 2.1. Suppose p,n € N, p>n—1>4 andp=k(n—1)+r, where k € N and
re{0,1,...,n—2}. Then

ex(p;Tﬁ) :max{[(n—;)p (n_2)p—;(n—1—r)}

-2
[(712)p]—(n—1+7“) ifn>16 and3<r <n—=6 orif
= 13<n<15and4d<r<n-7,
(n—2)p—r(n—1-r)
2

}—(n—l—i—r),

otherwise.

Proof. Clearly ex(n—1;T}) = e(K,_1) = ("_z)zﬂ Thus the result is true for p = n—1.
From now on we assume p > n. Since Td 2 P5, by (1.1) we obtain the result in the case
n = 5. Now we assume n > 6. Suppose G € Ex(p; T}) and G1, ..., G are all components of
G with |V(G;)| = p; and p; < pa < -+ < p;. Then clearly G; € Ex(p;; T)}) fori =1,2,...,t.

We first consider the case n = 6. If p; < 5, then clearly G; = K, and e(G;) = (’;1)
If p, > 6 and p; = 5k; + r; with k; € N and 0 < r; < 4, from Lemma 2.4 we have
e(Gi) <2p;—3 < 2p;— @ = e(k; K5 UK,,). Since k; K5 U K, does not contain any copies
of T} and G; € Ex(p; Ty ), we see that e(G;) > e(k; K5 U K,,) and so e(G;) = e(k; K5 U K,.,).
Therefore, there is a graph G’ € Ex(p; Tg ) such that G’ = a; K1UasKaUazK3UaysKqUas K3,
where a1, ..., a5 are nonnegative integers. If a; + ag + az +agq < 1, then ex(p; Tﬁl) =e(G) =
e(asKs UK,) = k(3) + (3). T a1 + az + az +ays > 1, then 2a; + 3ag + 3a3 + 2a4 > 3 > 151
and so

e(a1K1 Uas Ko U agK3 U a4K4)

rd—r ) r
= ag + 3as + 6ay < 2(ay + 2a2 + 3ag + 4ay) — (2) = (k—a5)<2> + <2>
Thus, ex(p; T3) = e(G') = e(a1 K1 U aaK2 U agK3 U ayKy) + e(asK5) < k(g) + (4). Since
kK5 U K, does not contain any copies of Ty, we get a contradiction. Thus ex(p;Tg) =
e(kKs UK,) = k(g) + () =2p— @ This proves the result for n = 6.
From now on we assume n > 7. If £ = 1, then G is connected. Thus, by Lemma 2.2 we
have

(2.5) dG):[

Now we assume ¢t > 2. We claim that p; > n — 1 for ¢ > 2. Otherwise, p;1 < ps <n—1
and so G1 UGy = K, UK,,. If pj + p2 < n, by Lemma 2.3 we have e(G; U G2) =
e(Kp, UKp,) = (%) + (%) < (P372) = e(Kp,4+p,)- Since Kp, 1p, does not contain T, and
G1 UGs € Ex(p1 + po; T) we get a contradiction. Hence p; + pa > n. Using Lemma 2.3
again we see that

e =ttty Uit = () + (%)

n—1 p1+p2—n+1
<< 9 )"‘( ' 22 >:€(Kn1UKp1+pzn+1)-

(n—4)p

5 } for t=1.
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Since p1 < p2 <n —1, we have p1 +p2 —n+1 < n — 1. Therefore K,,_1 U Kp,, 4p,—n+1 does
not contain T}. As G; UGy is an extremal graph without T}, we also get a contradiction.
Thus, the claim is true.

Next we claim that p, <n—1foralli=1,2,...,t —1. If p,_1 > n, by Lemma 2.2 we
have

(GrsUGr) — e(Grs) 4 (o) — [<n - ;lm_l} . [<n —;m:} . [m ~ e +pt>] |

Let H € Ex(pi—1+pt —n+1;Ki15n-3). Aspii+pr—n+1>p +1>n+1, we have
e(H) = [(n*4)(pt712+pﬁn+1)]

of T! and

by Lemma 2.1. Clearly K,,—1 U H does not contain any copies

e(Kp1UH)=e(Ky—1)+e(H)= (n;l) + [(n—4)(29t—12-i-pt —n—i—l)]

— (n — 4)(};1 +pt)] +n—1>e(G1 UGY).

Since Gy_1 UGy € Ex(ps_1 + pi; T), we get a contradiction. Hence p; < pg < -+ < pyq <
n — 1. Combining this with the previous assertion that p; > --- > ps > n — 1 we obtain

(2.6) m<n—-1, pr=---=pi_1=n—1 and p;>n-—1.
As G is an extremal graph, we must have
(27) G1 = Kplv G2 = anl, cey Gt,1 =K, 1.

If pp =n—1, then Gy = K,,_1. By (2.7), G = K, U(t —1)K,—1 = kK,,_1 U K,. Thus,

(2.8) e(G):k<n21>+<;> = (”2)p;(”1r) for t > 2 and py = n — 1.

Now we assume p; > n. By Lemma 2.2, e(Gy) = [%]. Since p1 < n — 1, we have
G1 = K, and so e(G1) = e(Ky,) = (). Let Hy € Ex(p1 + pt; K1,n—3). Then Hy does not
contain 7} as a subgraph. By Lemma 2.1, for p; < n — 4 we have

e(Hy) = :(n - 4)(2191 +pt>] N [(n —24)pt:| . [(n _24)1)1]
> _(n —24)pt] L (= 4)§p1 -,
S (n —24)pt] n pl(p12— ) _ (CLUGY)

This contradicts G1 U Gy € Ex(p1 + pi; Tl). Hencen —3 <p; <n-1.

n

For p; € {n —3,n — 2} and p; > n, we have p1(p1 — (n — 3)) < 2n — 4 and so

e(G1UG:) =e(Gy) +e(Gy) = <p21> + [(71_24)%]
=D+ —4p _ pi(pr—(n=3)) + (n = 4)(p1 + pr)
- 2 2



< 2”—4+(”2—4)(p1+pt) _ (”;1> i (n—4)(P1+};t—n+1)—2
- (n;1> N {(n—4)(p1ﬂ;pt—n+1)}_

Let Hy € Ex(p1 +pt —n+ 1; K 5,—3). Then K,,_1 U Hy does not contain any copies of Trlb.
Since p1+pt—n+1 > p1+1 > n—2, applying Lemma 2.1 we have e(Hy) = [("—4)(P142rpt—”+1)].
Thus, we have e(K,_1 U Hy) = (";1) + [("74)@1;@7"“)] > e(G1 U Gy). This contradicts
G1 UGy € Ex(p1 —i—pt;Tﬁ).

By the above, for t > 2 and py > nwehave py =po=---=pi1=n—1. If py > 2n—2,
setting H3 € Ex(p; — (n — 1); K1 ,—3) and then applying Lemmas 2.1 and 2.2 we find that

e(Gy) = [("_24)’”} < <";1> + {(”_4)(“2_ (n = 1))} — ¢(Ky_1 U Hs).

This contradicts the fact Gy € Ex(pg; T}). Hence n < p; < 2n — 2 and so 7 > 1. Note that
p=kn—1)+r=(k—-1)n—1)+n—1+randn<n-—1+r < 2n—2. Hence t =k,
pt =n — 1 4+ r and therefore

“(6) = el(b = 1 1) +e(Gi) = (k- 1)

n—1>+ [(n—4)(n—1+7“)]

(2.9) 2 2

]—(n—l—i—r) for t > 2 and p; > n.

Since G € Ex(p; T)}), by comparing (2.5), (2.8) and (2.9) we get

e(G):maX{ {(n—24)p]7(n—2)p—;(n—1—7“)7 [(n—;)p] —(n—1+r)}.

Observe that p=k(n—1)+r >n—1+r. We see that [(n_24)p] = [("_22)p] —-p< [@] —
(n —1+r) and therefore

ex(p; TY) = e(G) :max{(n_2)p_;(n_1_r), [(”_22)1’] —(n—l—i-r)}

[r(n—S—r;—2(n—l)}}'

(2.10)
_(n=2)p—r(n—1-r)
= 5 +max{0,

For7§n§12wehaver(n—3—7")—2(n—1)S@—?(n—l)zw<0.
For r € {0,1,2,n —5,n —4,n — 3,n — 2} we see that r(n —3 —r) —2(n — 1) < 0. Suppose

nZ13and3§r§n—6.For4§r§n—7wehave|r—”T_3|§"_211 and so

rln—3—-r)—2(n—-1) =

n2—14n+17_<r_n—3)2

A 2
2 _ 2
o lin+17_(”211> = 2n — 26 > 0.

For r € {3,n — 6} we have r(n —3 —r) —2(n—1) =3(n —6) —2(n — 1) = n — 16. Now
combining the above with (2.10) we deduce the result.



(n—2) (n—1)°
Corollary 2.1. Suppose p,n € N, p>n >5 andn—11¢p. Then % - "T <

ea(p; T}) < =L,

Proof. Suppose p = k(n — 1) +r with k¥ € N and r € {0,1,...,n — 2}. Then r > 1.
Clearly % >rin—1-—7r)= ()2 — (22 —r)2 > (22 - (32 - 1)) =n—2and
n—1+r > "T_Q Thus, from Theorem 2.1 we deduce that ex(p;T)}) < % and

ex(p;T)) > (n72)p7£(n7177’) > (n72)p72(n71)2/4. This proves the corollary.

3. Evaluation of ex(p;T?)

Lemma 3.1. Let p,n €N, p >n > 7 and G € Ex(p; T?). Suppose that G is connected.
Then A(G) < n —3. Moreover, for p < 2n — 2 we have A(G) <n —4.

Proof. Since a graph does not contain Kj ,_3 implies that the graph does not contain
T2, by Lemma 2.1 we have

—4
(31) €(G) = ex(piT2) > ex(pi Ky g) = [ 2],
Suppose that vy € V(G), d(vg) = A(G) = m and I'(vg) = {v1,...,on}. If V(G) =
{v0,v1,...,Um}, then m = p —1 > n — 1. Since G does not contain 772, we see that
Glv1, ..., vn] does not contain Kjo and hence e(Gluvi,...,vn]) < . Therefore e(G) =

Thus p > m + 1. Suppose that wuq,...,u; are all vertices such that d(uj,vg) = ---
d(ug,v9) = 2. Then t > 1. We may assume without loss of generality that vi,...,vs are
all vertices in I'(vy) adjacent to some vertex in the set {uy,...,u;}. Then 1 < s < m. Let
Vi = {vo,v1,...,om}, V] = V(G) — V1 and let e(V1V]) be the number of edges with one
endpoint in V; and another endpoint in V{. Since G does not contain T2, for m > n — 3
each v;(1 < i < s) has one and only one adjacent vertex in the set {ui,...,u;}. Thus, for
m > n — 3 we must have e(V1V/) = s > t.

If m > n — 1, since G does not contain 7> as a subgraph, we see that d(v;) < 2 for
i=1,...,m and so e(G[V1]) = d(vo) + e(G[vst1,-..,vm]) < m+ 272, Hence

d(vo) + e(Glvr, ... o)) < m+ 3 = 3(”2_1) < (”_42)17_3 < [(n_24)p]. This contradicts (3.1).

e(G) = e(GV1]) + e(ViV]) +e(G — V1)
3m —s
<

+s+e(G—V1) <2m+e(G - V7).

Suppose m+1 =k(n—1)4+r with k € Nand 0 <r < n—2. Set G = kK,—1 UK,.
Since m + 1 > n, by (2.2) we have e(G1) > 2(m+1) —1 > 2m. Thus, e(G1 U (G —V;)) =
e(G1) +e(G — V1) > 2m +e(G — V1) > e(G). As Gy does not contain any copies of T2 and
G is an extremal graph, we get a contradiction. Hence A(G) =m <n — 2.

Suppose m = n — 2. As G does not contain 7} as a subgraph, we see that d(vy) = --- =



d(vs) = 2 and 50 e(G[V1]) <n —2+ ("727°). Since 1 < s <m =n—2 < 2n — 8, we have

e(G) = e(GV1]) + e(ViV]) + e(G — V1)

< n_§_5>+n—2+s+e(G—V1)
_ (n—2)(n—1)2—3(2n—7—s)+€(G_Vl)
<("3 ") #ee-m =t v - v

This is impossible since G is an extremal graph.

By the above, A(G) < n—3. We first assume A(G) = n—3. We claim that d(v;) <n—4
fori=1,2,...,s. Ifi e {1,2,...,s} and d(v;) = n — 3, let u; be the unique adjacent vertex
of v; in {uy,...,u:} and let Vo = {vg,v1,...,vn—3,u;}. Then there is at most one vertex
adjacent to u; in G — V. Hence e(G — V1) < 1+ e(G — Va). Since each v, (1 < r < s) is
adjacent to one and only one vertex in {uy,...,u;} and A(G[V1]) < n — 3, we see that

n—3
e(GIV]) = 5 3 dop (o) < s(n—4) + <n;2 —)(n—3) _(n— 2)(2_ 35
r=0

Note that s < A(G) =n — 3. From the above we deduce that

e(G) = e(G[V1]) + e(ViV]) + e(G — V1) = e(G[V1]) + s + e(G — V1)
(n—=2)(n—3)—s

<e(GWVi]) +s+1+e(G—Vy) < +s+1+e(G—Vs)

2
—-2)(n—3 2 —2)(n—3 -1
_ (=2 . JEsH2 | oy < =2 ; JFn=l c-w)
—1)(n—2
<m0 - V) = e U (G - W)
Since K,,—1U(G—V2) does not contain T2 and G is an extremal graph, we get a contradiction.
Hence the claim is true. Thus, for A(G) = n—3 we have dgy;)(vi) <n—5fori=1,2,...,s
and so
n—3
1 s(n—=5)+n—-2-s)(n—3 n—2)(n—-3
(32) c(GV) =L Y dayy) < 202290 oDy
i=0

Now we assume p < 2n—2 and p =n —1+4+ 7. Then 1 < r < n — 1. By the above,
A(G) < n—3. Assume A(G) =n—3. Then [V(G-V1)|=p—(n—2) =r+1<n,
A(G=W) < n—3 and so e(G—V;) < min{ ("51), LEU=L Since e(Q1]) < =2n=8)
by (3.2), we deduce that

e(G) = e(GV1]) +e(ViVY) + e(G = V1)
(n—2)(n—3) . (r(r+1) (r+1)(n—3)
P A
< 5 s+s+m1n{ 5 5 }

(n—2)(n—3)+<7“+1>  ren3

2 2
(n=2)(n-3) (n-3)(n-1)

2 2
(7304 () etk

10
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This is impossible since G is an extremal graph. Thus, A(G) < n — 4 for p < 2n — 2. Now
the proof is complete.

Lemma 3.2. Let p,n €N, p >n > 7 and G € Ex(p;T?). Suppose that G is connected.
Then p < 2n — 2.

Proof. By Lemma 3.1, we have A(G) < n — 3 and so e(G) < @. Assume that
p=k(n—1)+rwithk € Nandr € {0,1,...,n—2}. Let G; € Ex(n —1+7;K; ,_3). Then
e(Gh) = [(H_%ﬂ] by Lemma 2.1. Hence, if (k —2)(n — 1) —r > 2, then

e((k — 1)Ko 1 UGh) = (k - 1)<’”51> N [(n—4)(7;— 1—1—7’)}

(p—r—(n—-1)(n-2) n {(n—4)(n—1+7“)}

_ [(n —23)]9 +2p— 2r —22(n - 1)} i
_ [<n—23>p N (k—?)(r;— 1) =) [<n—23>p} > (@),

This is impossible since (k — 1)K,_1 U G does not contain T as a subgraph and G €
Ex(p; T?). Thus (k—2)(n—1)—r < 1. If k = 3, thenr = n—2and p = 3(n—1)+n—2 = 4n—>5
and so

(n—=3p1 _ (n—3)(4n—-5) 4n?—-1Tn+15
< < =
e(G) < [ 2 } = 9 2
4n? — 14 12 -1 -2
< n 27”L+ = 3<n 9 > + <n 9 > = 8(3Kn,1 UKn,Q).

Since 3K,,_1 U K,,_5 does not contain 72 and G € Ex(p; T?), we get a contradiction. Thus
k<2.

For p=2(n—1)4r with r € {0,1,2,n—4,n—3,n—2} we see that r(n—2—r) < 2n—2
and so e(2K,—1 UK,) = 2(n71)(n722)+r(%1) > (n73)(22n72+7‘) > e(G). This contradicts the
assumption G € Ex(p; T?). Now suppose p = 2(n—1)+r with 3 <r < n—>5. If A(G) < n—4,
then e(G) < w. From previous argument we have

n—1 n—4)(n—1+r n—3)p—
USRTTCR PO Lot U (LER RG] Y (UEE VTS
2 2
_ [(n—4)p (n—4)p
2 2 -

}+n—1>

Since K,,_1UG} does not contain T2 as a subgraph and G € Ex(p; T2), we get a contradiction.
Hence A(G) = n — 3. Suppose vy € V(G), d(vg) = n — 3, I'(vog) = {v1,...,vp-3}, V1 =
{vo,v1,...,vn—3} and V] = V(G)—V1. Suppose also that there are exactly s vertices in I'(vg)

adjacent to some vertex in V{. Then 1 < s < n — 3. By (3.2), e(G[V1]) < % —s.
As G does not contain any copies of T2, we see that e(V1V{) = s. Since |[V(G — V)| =
V/| =p—(n—2) =n+rand G —V; does not contain any copies of T2 we see that

e(G —Vp) < ex(n+r;T2).
We claim that

(n—4)(n+r) (n—l)(n—2)+r(r+1)}

ex(n +r;T?) < max{ 5 , 5

11



for 3 <r <n-5 Let G’ € Ex(n+ r;T2). If G’ is connected, using Lemma 3.1 we
have A(G') < n —4 and so e(G’) < %2@4#). Now suppose that G’ is not connected. If
ni,ng € {1,2,...,n—2}, from Lemma 2.3 we have e(K,, UK,,) < e(Ky,+n,) for ni+ns <n
and e(Kp, U Kpy) < e(Kp1 UKy 4, (n—1)) for n1 +mng > n. Thus, G’ = G} UG, where
G and GY are components of G’ with |V(G})| = p} <n —1 and |V(G,)| = ph > n — 1.
P’l(P;ﬁl) < (n*24)p’1

For py, > n we have pj <r <n —3 and so ¢(G}) = . For pl, > n we also
have A(Gh) <n —4 and so e¢(G}) < (n_4)p/2 by Lemma 3.1. Hence for p, > n we find that
e(G) = e(G)) +e(Gh) < (n= 4)p1 + (o= 4)p2 (”_4)2(n+T). Now assume p,, = n — 1. Then

py=r+1and

(n—l)(n—Q)—i—r(r—f—l).

e(G/) g E(Kn_l U K’I"-‘rl) — 2

Hence the claim is true and so

e(G—-W1) §ex(n—|—r;T3) Smax{(n_4)(n+r) (n—l)(n_Q)_i_r(r_i_l)}.

2 ’ 2
Thus
e(G) = e(GVA]) + e(1V)) + e(G — V1)
(n—2)(n—-3) (n—4)n+r) (n-1)n-2)+r(r+1)
< 5 —s+s+max{ 5 , 5 }
-1 —4n—14r)—n (n—1)(n—2)+r(r—1)
:< 9 >+ma 5 , 5 —(n—2—7“)}
-1 —4n—=-147r)1 m=D(n—=-2)+r(r-1)
( 2 >+m 2 } 2 }
—maX{ (Kn_1UG1),e(2K_ 1UK)}

This is impossible since G is an extremal graph.

By the above we must have k =1 and so p = k(n — 1) + r < 2n — 2 as asserted.

Lemma 3.3. Let p,n €N, p >n > 7 and G € Ex(p;T?). Suppose that G is connected.
Then A(G) =n —4 and e(G) = [@].

Proof. By (3.1), e(G) > [@]. If A(G) < n —5, using Euler’s theorem we see that
e(G) = %ZUGV(G) d(v) < (”_T‘r’)p. Hence ("_42)7’_1 < [("_24)p] < e(G) < @. This is
impossible. Thus A(G) > n — 4. By Lemmas 3.1 and 3.2, A(G) < n — 4. Therefore
A(G) =n—4 and 50 e(G) = 5 ep(e dv) < U2, Recall that e(G) > [“5Y2]. Then
e(G) = [@] as asserted.

Lemma 3.4. Let p and k be nonnegative integers, p = 5k +r and r € {0,1,2,3,4}.
Suppose that G is a graph of order p without Tg. Then e(G) < 2p — @

Proof. Clearly A(T¢) = 3. We prove the lemma by induction on p. For p < 5 we have
e(G@) < @ =2p— @ Now suppose that p > 6 and the lemma is true for all graphs
of order py < p without Tg. If A(G) < 3, then e(G) = %Zvev((;) d(v) < %p <2p-3<
r(5—r)

R

2p —
Suppose A(G) =m >4, vy € V(G), d(vg) = m, I'(vg) = {v1,...,vm}, Vi ={vo,v1,...,0m}
and V{ = V(G) — V4. If G[V4] is a component of G, then e(G[V4]) = e(K5) = 10 for m = 4,

12



and e(G[Vi]) < m+ 2 = 32 for m > 5 since d(v;) < 2 for i = 1,2,...,m. By the in-
ductive hypothesis, e(G[V{]) < 2(p —m — 1) — %_”), where r; € {0,1,2,3,4} is given
by p—m —1 = r; (mod 5). Thus, for m = 4 we have e(G) = e(G[V1]) + e(G[V{]) <
10+ 2(p —5) — T(E’z_r) =2p M, and for m > 5 we have e(G) = e(G[V1]) + e(G[V{]) <
3Tm+2(p_m_1)_r1(5 T1)<2p 2_m<2p 3<2p— r(5-r) T)

From now on we assume that G[V;] is not a component of G and m = A(G) > 4. Hence
there is a vertex uj such that d(u;,v) = 2 and ujv; € E(G) with no loss of generality. Then
viv; € E(G) for i = 2,3,...,m. For m = 4 we see that e(G[V1]) +e(V1V]) <4+ 4 = 8. For
m > 5 we see that d(v;) < 2fori=1,2,...,mandso e(G[Vi])+e(ViV]) < 37, d(v;) < 2m.
Hence, for m > 4 we have e(G) = e(G[Vi]) + e(ViVY{) + e(G[V{]) < 2m + e(G[V]]). By the
inductive hypothesis, e(G[V]]) < 2(p—m —1) — @, where 71 € {0,1,2,3,4} is given by
p—m—1=r; (mod 5). Thus, e(G) <2m+2(p—m—1) — @ =2p—-2— 7“1(527_“) For
r1 > 1 we have e(G) <2p—2—-2 < 2p— Q For r1 =0 and r =0, 1,4 we have ¢(G) <
2p—2<2p— T(5;r). Therefore, we only need to consider the case p = m+1 = 2,3 (mod 5).

Now assume p = m + 1 = 2,3 (mod 5) and I'(u1) — {vi,...,vm} = {w1,...,w}. As
m > 4 we have m > 6. Set Vo = {vg,v1,...,Um,u1} and Vi = V(G) — Va. Since d(v;) < 2
fori=1,2,...,m, we see that

e(G) = e(G[Va]) + e(VaVy) + e(G[Vo]) < > d(vi) +t + e(G[V3]) < 2m +t + e(G[V3]).

U

—_

1=

Note that p —m — 2 = 4 (mod 5) and e(G[V5]) < 2(p —m —2) — 4(57_4) by the inductive
hypothesis. We then have e(G) <2m+t+2(p—m —2)—2=2p+t—6. For t < 3 we get
e(G)<2p+t—6<2p—3=2p— % For t > 4 set V3 = {vg,v1,...,Um, U1, w1, ..., w}
and V§ = V(G) — V5. Since d(v;) <2 for i =1,2,...,m and d(w;) < 2 for j =1,2,...,1t,
using the inductive hypothesis we see that

m t
e(G) = e(GIVA) + (V) +e(GIVA]) < 3 d(w) Z G[V))
<2m+2t+e(GVi])) <2m+2t+2(p—m—2—1t)=2p—4
< 2p— T(52_T)

By the above, the lemma has been proved by induction.
Theorem 3.1. Let pn € N, p>n—12>4 andp =k(n— 1)+ r, where k € N and
re{0,1,...,n—2}. Then

ex(p?Tﬁ)ZmaX{[(n;z)p (”—Q)I?—g(n—l—r)}

-2
[(n2)p]_(n—1+r) ifn>16 and 3 <r <n—06 orif

= 13<n<1bandd<r<n-717,
n=2)p—r(n—1-r)
2

Proof. Clearly ex(n—1;T2) = e(K,_1) = W Thus the result is true for p = n—1.
Now we assume p > n. Since T2 = T¢, taking n = 5 in [10, Theorem 3.1] we obtain the result

}—(n—l—i—r),

otherwise.

13



in the case n = 5. For n = 6 we see that ex(p; T¢) > e(kK5UK,) = 10k+@ = 2p—@.
This together with Lemma 3.4 gives the result in this case. Applying Lemmas 3.3, 2.3 and

replacing T/} with T2 in the proof of Theorem 2.1 we deduce the result for n > 7.

(n-2p _ (n-1)? _

Corollary 3.1. Suppose p,n € N, p >n >5 andn — 11 p. Then “— s <

n—2)(p—1
ealp; T3) < =221,

4. The Ramsey number (7", T})

Lemma 4.1 ([9, Lemma 2.1]). Let G1 and Gy be two graphs. Suppose p € N, p >
maz{|V(G1)|, |V(G2)|} and ex(p; G1) + ex(p; G2) < (). Then r(G1,G2) < p.

Proof. Let G be a graph of order p. If e(G) < ex(p;G1) and e(G) < ex(p; G2), then
ex(p; G1) + ex(p; G2) > e(G) + e(G) = (5). This contradicts the assumption. Hence, either
e(G) > ex(p; G1) or e(G) > ex(p; Ga). Therefore, G contains a copy of Gy or G contains a
copy of Gy. This shows that r(G1,G2) < |V(G)| = p. So the lemma is proved.

Lemma 4.2 ([9, Lemma 2.3]). Let G and G2 be two graphs with A(G1) = dy > 2
and A(Gy) = dy > 2. Then

(1) T‘(Gl, Gg) >di+dy — (1 — (*1)(d1_1)(d2_1))/2.

(i) Suppose that Gy is a connected graph of order m and dy < da < m. Thenr(Gy,G2) >
2dy — 1 > di + ds.

(iii) If Gy is a connected graph of order m, di # m — 1 and do > m, then r(G1,G2) >
di + ds.

Theorem 4.1. Let n € N and 4,5 € {1,2}.

(i) If n is odd with n > 17, then r(T¢, Tj) = 2n — 7.

(ii) If n is even with n > 12, then r(T%,T3) = 2n — 6.

Proof. Suppose n > 12. Since A(T}.) = A(T}) = n — 3, from Lemma 4.2 we know that
T(Tfl,Tﬂ;) > 2n — 7 for odd n, and (T, T3) > 2n — 6 for even n. If n is odd with n > 17,
using Theorems 2.1 and 3.1 (with £ =1 and » = n — 6) we see that
(n—2)2n—-17) -1 (n—4)2n —17) 1<2n—7>

5 (2n—T7) < == 5

ex(2n — T;TH) = 5 5

and so ex(2n — 7;T!) 4+ ex(2n — 7; T3) < (2”2_7). Thus, by Lemma 4.1 we have (T, T3) <
2n — 7. Hence (i) is true. From Theorems 2.1 and 3.1 (with £ = 1 and » = n — 5) we see
that for n > 12,

(n—2)(2n —6) —4(n —5) 02— T4 16

ex(2n — 6;T1) =

2
2 2 2 2

and so ex(2n — 6; T + ex(2n — 6; T7) < (2”2_6). Thus, by Lemma 4.1 we have r(T7, T3) <
2n — 6. Hence (T, T4) = 2n — 6 for even n, proving (ii).

Lemma 4.3. Letn € N, n > 5 and i € {1,2}. Let Gy, be a connected graph of order n
such that ex(2n — 5;Gy) < n? —5n +4. Then r(T,G,) < 2n — 5.

Proof. By Theorems 2.1 and 3.1, ex(2n — 5;T%) = ("_2)(2"_25)_3(n_4) =n? — 6n + 11.
Thus,

, 2n —95
ex(2n — 5;Gyp) +ex(2n — 5;T) <n? —5n+4+n? —6n+11 = ( n2 )
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Appealing to Lemma 4.1 we obtain r(T!,G,,) < 2n — 5.
Lemma 4.4 ([10, Theorem 3.1]). Letp,n € Nwithp >n > 5. Letr € {0,1,...,n—2}
be given by p =r (mod n —1). Then

(-2 -1 -7 -1

ifn>7and2<r<n-—4,

2
ex(p; T,,) =
—9)p — 11—
(n=2)p=r(n-1-r) otherwise.
2
Theorem 4.2. Letn € N, n > 8 and i € {1,2}. Then r(T%,T)) = r(T:,T;) = 2n — 5.
Proof. Let T;, € {T!,T;). As 2K,,_3 does not contain any copies of T and 2K,,_3 =

Kp—3n—3 does not contain any copies of Ty, we see that 7(T¢,T;,) > 1+ 2(n — 3) = 2n — 5.
Taking p = 2n — 5 and r =n — 4 in Lemma 4.4 we find that

-2)(2n—-6)—(n—4) -1 11 15
ex(2n —5;T) = (n=2)2n=6)=(n-4) <n®——n+— <n®-5n+4
2 2 2
By [10, Theorem 4.1],
-2)(2n—-5)—-3(n—4
ex(2n—5;T,,’:):(n )2n = 5) = 3(n ):n2—6n+11<n2—5n+4.

2

Thus, applying Lemma 4.3 we obtain r(7¢,T;,) < 2n — 5. Hence r(T:,T;,) = 2n — 5 as
asserted.

Remark 4.1 Let n € N, n > 5 and i € {1,2}. From [5, Theorem 3.1(ii)] we know that
r(K1n-1,T¢) = 2n — 3.
Theorem 4.3. Let n € N and i € {1,2}. Then r(P,,T.) = 2n — 7 for n > 17,
r(Py_1,Ti) =2n—7 forn > 13, 7(Py_2,T%) =2n — 7 for n > 11 and r(Py_3,T%) = 2n — 7
forn > 8.

Proof. Suppose n > 8 and s € {0,1,2,3}. From Lemma 4.2(ii) we have r(P,_g, T%) >

2(n—3)—1=2n-"7. By (1.1),
(n—2)2n—-T7)—5(n—-6) (n—4)(2n—-T7)+16—n

5 = 5 if s =0,
(n—=3)2n—T7)—3(n—-5) (n—4)2n—-T7)+8—n fee1
— 7. — 2 B 2 -

@ =T P =0 gy en ) - (04 |
5 if s =2,
(n=5)2n—-7)—(n—=5) (n—4)2n—7)+12—-3n fe3
2 B 2 o

By Theorems 2.1 and 3.1,
| [(n—4);2n—7)] i > 16,
M — T, T =
X2 =TT) =0 ()@ —T) = 5(n—6) (—)2n—T)+16—n |

5 = 5 if n < 16.

For n > 17,13,11 or 8 according as s = 0,1,2 or 3, from the above we find ex(2n —
T Pps) + ex(2n — T;TE) < (2"2_7) and so 7(P,_s,T!) < 2n — 7 by Lemma 4.1. This
completes the proof.
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5. The Ramsey number r(T!,T,) for m <n

Proposition 5.1 (Burr([1]). Let m,n € N with m >3 and m — 1| n — 2. Let T,, be a tree
on m wvertices. Then (T, Kip—1) =m+mn—2.

Proposition 5.2 (Guo and Volkmann [5, Theorem 3.1]). Let m,n € Nym > 3
and n = k(m —1)+b with k € N and b € {0,1,...,m — 2} \ {2}. Let T,, # K1 m—1 be
a tree on m vertices. Then r(Tp,, Kipn—1) < m +n — 3. Moreover, if k > m — b, then
’I”(Tm, Kl,n—l) =m+n—3.

Lemma 5.1 ([6, Theorem 8.3, pp.11-12]). Let a,b,n € N. If a is coprime to b and
n > (a—1)(b—1), then there are two nonnegative integers x and y such that n = ax + by.

Theorem 5.1. Let myn € N, n > m >5 m—1{tn—2and i € {1,2}. Then
r(T8,Kipn-1) =m+mn—3 orm+n—4. Moreover, ifn > (m—3)2+1orm+n—4=
(m—1)xz+ (m—2)y for some nonnegative integers x and y, then r(Tp, Kipn—1) =m+n—3
for any tree Ty, # K1m—1 of order m.

Proof. Let T}, # Kim—1 be a tree on m vertices. From Proposition 5.2 we know that
(T, Kipn-1) < m+n — 3. By Lemma 4.2(iii), 7(T},, K1 -1) > m — 3 +n — 1. Thus,
r(Ti, Kipn-1) =m+n—3orm+n—4. lfn > (m—3)2+1, then m+n—4 > (m—2)(m—3)
and so m+n—4 = (m—1)z+ (m—2)y for some nonnegative integers = and y by Lemma 5.1.
Ifm+n—4=m-—1)z+ (m—2)y for z,y € {0,1,2,...}, setting G = xKp,_1 UyK,,_2 we
see that G does not contain any copies of T, and G does not contain any copies of K ,_1.
Thus (T, Kin—1) > 1+|V(G)| = m+n—3. Now putting all the above together we obtain
the theorem.

Theorem 5.2. Let myn € N, n >m > 6, m—1| n—3and i € {1,2}. Then
r(T,T.) =m+n—3.

Proof. By Theorems 2.1 and 3.1, ex(m+n—3;T¢) = (m72)(m+7;3)7(m72) < (m72)(72n+n73).
Thus applying [9, Theorem 5.1] we obtain the conclusion.

Theorem 5.3. Suppose i € {1,2}, myn € N, n>m >7 and m — 11 (n—3). Then
m+n—5<r(T,T))<m+n—4and m+n—6<r(T TF) <m-+n—4. Moreover, if
n=km-1)+b=qm—2)+a, k,geN,ac{0,1,...,m—3},be{0,1,...,m —2} and
one of the following conditions holds:

1) be{1,2,4},

2) b=0 and k>3,

3) n>(m—3)?2+2,

4) n>m?—1-—0bm—2),

5) a>3 and n>(a—4)(m—1)+4,

A~~~ I~/ —~

then r(Ti, T) = (T8, T)) = m +n — 4.

m’—n m’—n

Proof. By Lemma 4.2 we have r(T},,T") > m—3+n—2 and r(T%,, T;) > m—3+n—3.

m)—n mi)—n
Since m — 1 ¥ n — 3, we have m — 1 { m + n — 4. From Corollaries 2.1 and 3.1 we find

ex(m+n—4;Th) < w Hence, by [9, Lemma 5.2] we have (T, T") < m+n—4,

mr—n

and by [9, Lemma 4.2] we have r(T!,, T¥) < m+n — 4. Now applying [9, Theorems 4.4 and

my - n
5.4] we deduce the remaining assertion.
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6. The Ramsey number r(G,,,T7) for m < n

Theorem 6.1. Let m,n € N, m >5,n>8, n>m and j € {1,2}. Then r(KLm_l,Tﬂ;)
=m-+n—4 orm+n—>5. Moreover, if 2| mn, then T(Kl,m,l,Tﬁ) =m-+n—4.

Proof. From Lemma 4.2 we deduce that r(Kl,m_l,Tﬂ;) >m—-14+n-3-(1-
(=1)m=2(=9)) /9 — mn—4—(1—(—1)™") /2. So, it suffices to prove that (K 1, Ti) <
m+n —4. By Lemma 2.1, ex(m+n —4; K1 1) = [W] By Theorems 2.1 and
3.1, we have

ex(m+n—4T)) =

(n—4)(m—|—n—4)] or n—=2)(m+n—4)—(m—3)(n—m+2)
2 2

(m—2)(72n+n—4)] + [(n—4)(m+n—4)] < (m+n—6)2(m+n—4) < (m+;174) and

Since | 5

(m—2)(m+n—4) N (n—=2)(m+n—4)— (m—3)(n—m+2)
2 2
(m+n—4)(m—i—n—5)—(m—4)(n—m—m%) m4n—4
e e (e

we see that ex(m +n —4; Ky ;1) + ex(m +n — 4;T£) < (m+2"_4) and so r(KLm_l,T,Z) <
m +n — 4 by Lemma 4.1. This completes the proof.

Theorem 6.2. Let mneN, m>4,n>7, m—1|n—4 andje {1,2}.

(i) If G is a connected graph of order m with ex(m +n —4;Gn) < w, then
r(Gm, ) = m+n — 4.

(i) 7(T0,,T7) = (T, T3) = r(T2,T)) = m+n —4 form > 5, r(T;,Th) = m +n — 4
for m > 6, and r(Pp,, T3) = m +n — 4.

Proof. Set t = (n —4)/(m — 1). Suppose that Gy, is a connected graph of order m with
ex(m+n—4;Gp,) < Mﬂ Then clearly A((t + 1)Kp,—1) = t(m—1) = n—4. Thus,
(t+1)K,,—1 does not contain any copies of Gy, and (¢t + 1) K,,,—1 does not contain any copies
of TJ. Hence r(Gp,T4) > 1+ (t+1)(m — 1) = m + n — 4. By Theorems 2.1 and 3.1,

ex(m +n — 4;T7)

(n—4)(m+n—4)] or (n—=2)m+n—4)—(m—3)(n—m+2)
2 2

If ex(m +n — 4;T)) = [%], then

ex(m +n — 4;Gp) +ex(m +n — 4; TY)
(m—=2)(m+n—-5)+(n—4)(m+n—4) - <m+n—4)'

<
- 2 2

If ex(m +n — 4; T) = =2 (m=9)(n=mt2) "

ex(m +n —4;Gp) +ex(m +n —4;T7)
<(m—2)(m+n—5)+(n—2)(m+n—4)—(m—3)(n—m+2)
- 2

m—+n—4 (m—4)(n—m+1) m—+n—4
(g et (o
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Therefore, by Lemma 4.1 we always have (G, T4) < m +n — 4 and hence (G, T)) =
m +n — 4. This proves (i).

Now consider (ii). Note that m+n—4 =1 (mod m — 1). By (1.1), we have ex(m +n —
4; Py = W%ﬂ By Lemma 4.4, ex(m+n —4;T),) = w for m > 5. By
[10, Theorem 4.2], ex(m +n —4;T}}) = Mﬂ for m > 6. By Theorems 2.1 and 3.1,
ex(m+n—4;T.) = (m_2)(++n_5) for i € {1,2} and m > 5. Thus from (i) and the above
we deduce (ii). The proof is complete.

Lemma 6.1. Letj € {1,2}, myn e N,m > 7 and m—1{n—4. Assumen =m+1>12
orn > mazx {m + 2,19 — m}.

(1) If Gy, is a connected graph of order m with ex(m +n —5;Gy,) < W_Q)(zw
(G, T3) <m+n—5. '

(ii) For Ty, € {Py,, T/, T, T}, T2} we have v(Tp,, Ti) < m+mn — 5.

Proof. Since m +n —5=mn —14m — 4, by Theorems 2.1 and 3.1 we have

, then

ex(m+n—5TJ) = [(n—4)(m+n—5)}

2
(= 2)mtn—5)— (n =41 (m—4))
5 .
Ifn=m+1, then (m—4)(n—3—(m—4)) =2(n—>5). fn>m+2,then3 <m—-4<n—-=6
and so (m—4)(n—3—(m—4)) = (%53)2—(m—-4-"13)2 > (2

P (n-6-150)? = 3(1-6).

Thus,
(n—4)(m+n-5+m-2 (nm-2)(m+n-5—-(m—-4)(n—1—(m—4))
2 2
~(m—=4)(n—-3—-(m—4)) -2n+m
B 2
2(n—5)2—2n+m:m;10>0 fn—mil> 12
3n—6)—2n+m n—104+m —8

5 = 5 >0 if n>max {m+ 2,19 — m}.

Therefore, from the above we deduce that

(n—4)(m+n—5)+m—2'

(6.1) ex(m+n—5TI) < 5

Hence, if Gy, is a connected graph of order m with ex(m+n —5;G,) < w, then

ex(m +n — 5,Gp,) +ex(m +n — 5,TY)
(m—2)(m+n—-6) (nmn—4)(m+n—5)+m—2 m+n—>5
= 2 - 2 B 2 '

Applying Lemma 4.1 we obtain (i).

Now we consider (ii). Since m — 11 (m + n — 5), by Corollaries 2.1 and 3.1 we have
ex(m+n—5;T:) < (m_2)(++n_6) fori € {1,2}. By (1.1), ex(m+n—>5; Py,) < w.
By Lemma 4.4, ex(m +n — 5;T,) < m=2ntn=6) gy 110 Theorems 4.1-4.5], ex(m + n —
5, Tx) < w. Thus, from the above and (i) we deduce (ii). This proves the lemma.

Theorem 6.3. Let m € N and j € {1,2}.
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(i) We have
r(Ty,, T

m? Tm+1

2m —4 if 2tm and m > 9,
)= {2m—5 if 2| m and m > 16.
(ii) Ifn € N, m > 7, n > maz {m+2,19—m} and m—1+n—A4, then r(T.,,T}) = m+n—>5.
Proof. We first assume 2 { m and m > 9. By Lemma 4.2(i), we have r(T},,T7 ) >
m—2+m—2 = 2m—4. By Lemma 4.4, ex(2m—4; T},) = {m=2@m-A)20n=8) _ 25, 47
By Theorems 2.1 and 3.1, ex(2m — 4; Trjﬁﬂ) = (m_l)(2m_24)_4(m_4) = m? — 5m + 10. Thus,

ex(2m — 4;T0)) + ex(2m — 4, T7 )

2m — 4
_m2—5m+7+m2—5m+10—2m2—10m+17<2m2—9m+10_(m2 )

Hence, by Lemma 4.1 we obtain r(T7,, 7% ) < 2m — 4 and so r(T/,,T? ) = 2m — 4.

my T m-+1 \"my Tm+1
Now we assume 2 | m and m > 16. By Lemma 4.2(i), r(T,%,TanZ) >m—2+m—-2—-1=
2m—>5. By Lemma 4.4, ex(2m—5;T)) = [(m_Q)(Qm;&_(m_?’)] = 2m—Hmtll By Theorems
2.1 and 3.1, ex(2m — 5 T7,, ) = [@=HEm5)] _ (9, — 5) = 22— llmtld g,

ex(2m — 5;T0,) + ex(2m — 5; T2, ) = 2m? — 1lm + 14 < 2m* — 1lm + 15 = <2m2_ 5).
Hence, by Lemma 4.1 we obtain r(7},, T?il-i—l> <2m —5 and so r(T},, Tﬂm) = 2m — 5. This
proves (i).

Now we consider (ii). Suppose n € N, m > 7 and n > max {m + 2,19 — m}. By Lemma
6.1(ii), 7(T7,,T7) < m +n — 5. By Lemma 4.2, we have r(T,,T}) > m — 2 +n — 3. Thus,
r(T!,,T3) = m+n — 5. This proves (ii). The proof is complete.

Theorem 6.4. Letj € {1,2}, m,n € N, m > 7 and m—11{n—4. Supposen = m+1 > 12
or n > maz {m + 2,19 — m}. Assume that G, € {Pn, T}, TY, T2} or Gy, is a connected
graph of order m such that ex(m + n — 5;G,,) < MW. Ifn > (m—3)2+3 or
m+n—6=(m—1)xz+ (m—2)y for some nonnegative integers x and y, then r(Gn, Tﬂl) =
m-+n— 9.

Proof. If n > (m —3)2+3, then m+n -6 > (m —2)(m —3) andso m +n — 6 =
(m —1)x 4+ (m — 2)y for some z,y € {0,1,2,...} by Lemma 5.1. Now suppose m +n — 6 =
(m—1)z+(m—2)y, where z,y € {0,1,2,...}. Set G = 2K, 1 UyKpm—o. Then A(G) < n—4.
Thus, G' does not contain any copies of G, and G does not contain any copies of T3.
Hence r(Gm,T) > 14 |V(G)| = m +n — 5. On the other hand, by Lemma 6.1 we have
r(Gm, T) < m+mn —5. Thus (G, Ti) = m +n — 5. This proves the theorem.

Corollary 6.1. Letm,n € N,m >7, m—1|n—b,b € {2,3,5}, n > mazx {m+2,19—m}
and j € {1,2}. Assume that G, € {Pn, T}, T, T2} or G, is a connected graph of order
m with ex(m +n —5;Gp,) < w. Then (G, T2) = m +n — 5.

Proof. Set k = (n —b)/(m — 1). Then k € N. For b = 2 we have k > 2. Since

(k—2)(m—1)+3(m—2) ifb=2,
m+n—6=<¢ (k—1)(m—-1)4+2(m—2) ifb=3,
(k+1)(m — 1) if b =5,

the result follows from Theorem 6.4.
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Theorem 6.5. Let m € N, m > 12 and i,j € {1,2}. Then

T(T7ifl’ TTJnJrl) = T(T:;q,a T7Jn+1) =2m — 5.

Proof. Let Ty, € {T¢,, T/ }. By Theorems 2.1, 3.1 and [10, Theorem 4.1],
(m—2)(2m —5) —3(m — 4)

ex(2m —5;Ty,) = 5 ,
ki _ (m—-1)(2m —5) — 5(m —5) (m—3)(2m —5)
ex(2m — 5T, 1) = 5 or [ 5 ]
Since (m—2)(2m—25)—3(m—4) + (m—3)é2m—5) _ (2m—5)(27721—6)+7—m < (2171275) and

(m—2)(2m —5) — 3(m —4) N (m—1)(2m —5) — 5(m — 5)
2 2

2m —5
=2m? —12m+ 26 < 2m? — 1lm + 15 = < m2 )

we see that ex(2m -5 Tn) + ex(2m — 5; TT],;H) < (27”2_5). Hence, applying Lemma 4.1 we
deduce that r(Ty,, T, 1) < 2m—5. Since A(Ty,) = m—3 and A(TY, ;) = m—2, by Lemma
4.2(i) we have r(T,,,, T2, 1) > m —3+m —2 = 2m — 5. Hence r(T,,,, T}, ;) = 2m — 5. This

proves the theorem.

Acknowledgements. The first author is supported by the National Natural Science
Foundation of China (grant No. 11371163), and the second author is supported by the
Fundamental Research Funds for the Central Universities (grant No. 2014QNAB5S).

References

[1] S.A. Burr, Generalized Ramsey theory for graphs—a survey, in: Graphs and Combina-
torics, R.A. Bari and F. Harary (eds.), Lecture Notes in Math. 406, Springer, Berlin,
1974, 52-75.

[2] S.A. Burr and P. Erdds, Extremal Ramsey theory for graphs, Util. Math. 9(1976),
247-258.

[3] S.A. Burr and J.A. Roberts, On Ramsey numbers for stars, Util. Math. 4(1973), 217-
220.

[4] R.J. Faudree and R.H. Schelp, Path Ramsey numbers in multicolorings, J. Combin.
Theory Ser. B 19(1975), 150-160.

[5] Y. Guo and L. Volkmann, Tree-Ramsey numbers, Australas. J. Combin. 11(1995),
169-175.

[6] L.K. Hua, Introduction to Number Theory, Springer, Berlin, 1982 (translated from the
Chinese by P. Shiu).

[7] S.P. Radziszowski, Small Ramsey numbers, Revision #14, Electron. J. Combin. 2014,
Dynamic Survey DS1, 94pp.

20



[8] A.F. Sidorenko, Asymptotic solution for a new class of forbidden r-graphs, Combina-
torica 9(1989), 207-215.

[9] Z.H. Sun, Ramsey numbers for trees, Bull. Austral. Math. Soc. 86(2012), 164-176.

[10] Z.H. Sun and L.L.Wang, Turdn’s problem for trees, J. Combin. Number Theory 3(2011),
51-69.

[11] M. WozZniak, On the Erdés-S6s conjecture, J. Graph Theory 21(1996), 229-234.

21



